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Abstract

Colour is one of the most important features in content based image retrieval. However, colour is rarely used as a feature that codes local spatial information, except for colour texture. This paper presents an approach to represent spatial colour distributions using local principal component analysis (PCA). The representation is based on image windows which are selected by two complementary data driven attentive mechanisms: a symmetry based saliency map and an edge and corner detector. The eigenvectors obtained from local PCA of the selected windows form colour patterns that capture both low and high spatial frequencies, so they are well suited for shape as well as texture representation. Projections of the windows selected from the image database to the local PCs serve as a compact representation for the search database. Queries are formulated by specifying windows within query images. System feedback makes both the search process and the results comprehensible for the user.
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1. Introduction

Colour plays a central role in most systems for content based image retrieval (CBIR), e.g., in QBIC [1], VisualSEEK [2], Photobook [3], Virage [4], Blobworld [5], PicToSeek [6] or SIMPLIcity [7], to name but a few. Using colour extensively,
CBIR is in this respect more advanced than other fields of computer vision, however, the potential of colour is not yet fully tapped.

In this contribution, a method for image retrieval is proposed that represents an image database using local principal component analysis (local PCA) that captures shape and colour jointly. An image is not represented as a whole, instead, salient image patches or “windows” are selected by data driven attentional mechanisms. The collection of all windows of all images forms a huge dataset in $\mathbb{R}^d$, where each window is considered as a vector of dimension $d = 3 \cdot w \cdot h$, where $w, h$ are width and height of the window and three colour channels are given. This highly non-linear data distribution in $\mathbb{R}^d$ is approximated by local PCA, which can be considered a non-linear extension of normal PCA [8].

Principal component analysis is a standard method in computer vision to project an image window onto a lower-dimensional feature space. As PCA captures the directions of greatest variance in the data space, the resulting feature vectors are still highly specific, but reduce redundancy for the benefit of lower computational effort and better stability. A well-known example is face classification using so called “eigenfaces,” which are filters obtained by PCA from face sample images [9]. Normal PCA is the optimal linear method to approximate a data set in the least squares sense. However, linear methods are inappropriate for non-linear or even clustered distributions, as illustrated in Fig. 1. The required non-linear generalisation of PCA is local PCA [10,11], which has been applied to dimension reduction [12], image interpolation [13], transform coding [14], and pattern recognition [15–17] and in particular face classification [18]. A probabilistic version of local PCA was proposed in [19].

In contrast to most other works on PCA and local PCA, in this contribution the full RGB colour information will be used for local PCA—not just grey level

Fig. 1. Left: normal PCA cannot capture the structure of a non-linear data distribution. Right: local PCA first approximates the data by a set of reference vectors, e.g., using clustering methods. Then within each Voronoi-tessellation cell normal PCA is carried out. Note a 2D-sketch can only roughly illustrate the principle: Here, each of the local coordinate systems spans the entire 2D-plane. In high-dimensional spaces, however, the data distribution has much more “directions to turn to,” so the local PCs of different reference vectors mostly capture different directions.
information. The resulting eigenvectors, which serve as filters or “feature detectors,” are consequently not specialised only to (grey level-) shape, but to a “coloured shape.” Fig. 8 gives an impression.

In the following, first an overview of the proposed system will be given, then the relations to existing methods will be discussed. An overview of the organisation of the paper is given at the end of the section.

1.1. Overview of the image retrieval system ColoSeek

This paper introduces the retrieval system ColoSeek (ColourObjectSeek). Though ColoSeek can work stand-alone in principle, it has to be integrated into a larger image search machine which involves more types of features. ColoSeek is presented here in a “pure” state to demonstrate what the approach can achieve. In this section a qualitative overview of the retrieval techniques used in ColoSeek will be given, before going into details in the following sections.

In ColoSeek, both internal image representation and queries for images by the user are based on windows. A window \( W \) is defined as a square patch of a colour image, which can be considered as a vector in a \( d \)-dimensional space: \( W \in \mathbb{R}^d \). Since there are three colour channels, the window-vector has the dimension \( d = 3 \cdot w \cdot h \), where \( w, h \) are the window dimensions.

A user can formulate a query in terms of windows which contain examples of what is searched for. It is provided that the user is able to supply an initial set of images from which suitable windows can be cut out. The user may make up a query from an arbitrary number of sample windows. There are four pre-defined window sizes which have to be used for the query. The different window sizes are internally sub-sampled all to the same size, by this means all windows have the same dimension \( d \) and can be represented in the same vector space \( \mathbb{R}^d \). The user interaction of ColoSeek is described in Sections 4 and 5.

The system needs a compact representation of the database that facilitates the search for images. Given a new database, building the representation starts with the extraction of windows. Since it would be neither possible nor useful to extract and represent all possible windows of all images, a different solution has to be found: the system has to select windows which are likely to comprise relevant objects or entities. Since the step of building the representation has to be performed without human assistance, only data driven methods can be used to find “interesting” windows. Such methods are saliency detection from natural and artificial symmetry and from the auto-correlation matrix of the signal. The data driven window selection is described in Section 2. The process of “exploring” a new database is depicted in Fig. 2.

Once the system has collected sample windows, an internal representation can be built up, which consists of two modules: (1) a local PCA based data representation obtained by unsupervised learning methods, which serves for the extraction of features and (2) a search database. The data representation by local PCA is an approximation of the entire set of windows in \( \mathbb{R}^d \) as described in Section 3. When the local PCA-approximation is ready, the search database can be built up. The search
database contains one entry for each image together with the feature vectors extracted by local PCA from the windows of the image (Section 3.3).

When a query is made, the chosen windows are first projected onto the local PCA representation. From the projections a “prototypic search image” is reconstructed which serves as a feedback to the user. It gives a rough impression of what the machine is currently searching for. In other words, the user sees how the machine “understands” the chosen query windows. This back-projection will be referred to as search state visualisation, SSV. Additionally, the user can give different weights to the chosen windows and monitor the effect on the SSV. So while the SSV is a system feedback, assigning different weights to query windows plays the role of the users relevance feedback. Fig. 3 illustrates the retrieval process.

When the user has made up a query from windows using the SSV, the best match of the windows (in terms of the local PCA-projection) has to be found in the search database, additionally the second best match and so on. The result of the query is a set of images in the order of similarity to the query in which the windows are indicated. So the result is actually a set of windows but combined with the images from which they were cut out. Therefore, it is possible to search for single objects like a cup in entirely different sceneries. However, the set of possible query results is restricted to those windows which were originally found by the window selection.

ColoSeek facilitates also complex queries for several sets of windows at a time, which can be combined using the Boolean operators AND, OR, and NOT or the
operator ATLEAST($n$) as described in Section 4.4. So it is possible, e.g., to define the scene of a beach as a window on a large scale and combine it using AND with a query for a window containing palm trees.

1.2. Aims of the new approach and relations to previous research

ColoSeek is related to the view based approach in object recognition. This technique is a powerful tool when geometrical modelling of an object domain is intractable. The key idea is memorising features extracted from object views using filters generated from samples, instead of memorising representations derived from human expertise. In view based recognition systems, eigenspace representations have been successful, for example in the well-known object classification approach by Murase and Nayar [20], the face classification techniques by Turk and Pentland [9] and later Moghaddam and Pentland [18], or in the visual servoing application of Nayar et al. [21].
The local PCA-approach used in ColoSeek has been applied in previous work to classification of facial features [22], object- and texture recognition [23], hand posture recognition [24], and visual judging of grasp stability in robotics [25]. This variety shows the major benefit of the approach: it is inherently scale- and domain-independent. The resulting filters can specialise to colour shape as well as to shapes of mere grey value contrast, to large scale structures as well as to texture.

The combination of a local PCA-representation with data driven attentional mechanisms for salient point selection is aimed to make progress compared to previous research in three aspects.

1.2.1. Combining colour and shape as a single feature channel

In most approaches, colour is still treated as a feature separate from shape, i.e., no information on the spatial colour distribution is exploited. Examples are the numerous methods based on colour histograms [26,27], colour sets [28] or colour moments [29]. Though systems using colour histograms often evaluate also shape, nevertheless colour and shape are regarded as different feature channels. Approaches which deal with the spatial distribution of colour are usually limited to small scales, i.e., colour texture [30]. Another direction of research is encoding very coarse information about spatial colour distribution in a colour index [31].

In contrast, detecting the shape of objects is usually based on grey values. Approaches for grey value based shape detection are numerous, examples are edge based methods [32], elastic deformation matching [33] or local grey value invariants [34,35]. An overview on the use of shape in CBIR is given by Mehtre et al. [36], for a more condensed summary see Smeulders et al. [37].

One of the rare approaches to exploit the local spatial colour structure was proposed by Gevers and Smeulders [38], who evaluate pairs of hue values to both sides of colour edges. The method favours, however, objects with many colour edges, in contrast, objects with only few different colours or continuously changing colours lead to less specific representations.

1.2.2. Indexation based on local descriptors

The majority of works on CBIR is based on global feature distributions: either features are used which are global in themselves or distributions of local features spread out over the whole image. This applies to both the indexed images in the database and to query images given by the user. But since natural images are highly heterogeneous, evaluating whole images is inappropriate when only objects are searched for. If the user gives a query image of a car under a tree, then what is wanted? The car or the tree? So, if the user wants the car, she or he should indicate this in the query image and features should be extracted in this area only. Similarly, if the query features can be found in the database, the image should appear in the result list—indeedependent of the surroundings of the car. In contrast, when an overall image structure is desired—e.g., a landscape under blue sky—it should be possible to overlook details deliberately. This problem can be solved if the user can chose among differently sized windows and position them arbitrarily on query images.
Tian et al. [39] realise the idea of using local features to a certain extent. They use Haar-wavelets (see e.g. [40]) at different resolutions to obtain salient points. Features are extracted only in the neighbourhood of the points, so the image is not scanned completely. Schmid and Mohr [34] proposed a related approach based on grey value invariants extracted at interest points. But still a complete query image is searched for in a database of images, while ColoSeek searches for windows in a database of windows (associated to images). Concerning this strategy, it has to be noted that ColoSeek is not primarily designed as a stand-alone tool, but rather as a search facility a retrieval system should offer.

1.2.3. System feedback

A frequently heard complaint of users of image retrieval systems is the following: “Why does he do that now?!” The user gets usually no insight of (a) what the system is searching for, (b) why a certain result was chosen, (c) how the system was caused to search for this result, and finally (d) how to express the aim better in terms of query images.

System feedback is aimed to overcome such shortcomings. Smeulders et al. [37] give a good overview of existing techniques. Solutions to the problems/questions mentioned above can be sorted into two groups: (1) system feedback accompanying the result images, indicating why they were chosen and (2) system feedback during the search, e.g., display of the search space.

Using a window based approach, system feedback can be easily given by displaying the best match windows in the result images (problem (b)). Also, problem (d) becomes less critical because a query can be narrowed down by using “tight” windows around the searched objects. Other approaches to give feedback in the result images range from indicating regions that contribute most to the result ranking [41] to explicit labelling of recognised image components [42].

In contrast, visualisation of the search space is more difficult. When both the images of the database and the query are expressed as feature vectors, the search space can be visualised as the “neighbourhood” of the query vector in feature space. Here, two directions can be distinguished: visualising proximity in feature space using the real images as, e.g., in [43,44], or generating artificial images of the region around the query vector in feature space. The latter is done in ColoSeek, as described in Section 4.2. Though the method of back-projection from feature space to pixel space is simple and yields only a rough impression, it is nevertheless helpful, as outlined in Section 5.

1.3. Organisation of the paper

In the following two Sections 2 and 3, the phase of acquiring a search database from a set of images will be described: reduction of the image database to a set of windows, approximating the manifold of windows by local PCA and memorising the windows as feature vectors. Section 4 describes the application of this system for image queries. In Section 5, results are presented: query examples, tests by users and an evaluation of system performance against imaging conditions. Finally,
conclusions and future research topics arising from this work are discussed in Section 6.

2. Automatic window selection

Selecting appropriate image patches or “windows” from which features can be extracted plays a key role in image retrieval. Windows may comprise small but important details like a face in the crowd, but also larger entities or even the entire image. In ColoSeek, two different strategies for window selection complement each other:

1. **Global windows**: from each image $I_i$ one global window $\tilde{W}_G(i)$ is cut out around the center such that it covers the major part of the image. This window is strongly sub-sampled because it serves to give an overview of the global image structure. Selection of the global window is described in Section 2.1.

2. **Local windows**: to capture details at various scales, interest points are generated for all images of the database. Depending on the scale on which the algorithm for interest point detection works, several local windows $\tilde{W}_L(i,j)$ are cut out for each image $I_i$, where $j = 1 \ldots N_L(i)$ is the index of the windows. The methods for interest point detection are described in Sections 2.2 and 2.3.

By this means, there are one fixed global window and several local windows at different locations for each stored image. Table 1 gives an overview of all used types of windows.

Local windows should characterise prominent local image features to give the user the possibility to search, e.g., for objects within an image. Therefore, local windows will be centered at salient points or “interest points” generated from domain independent saliency features. Such features, that can be found in almost all natural and artificial images, are symmetry and edges and corners. Algorithms which can detect these basic features will be described in Sections 2.2 and 2.3, respectively. Feature extraction from both global and local windows will be described in Section 3.

2.1. Selection of the global window $\tilde{W}_G$

To give a uniform characterisation of the central part, a global window $\tilde{W}_G$ of square shape is cut out from each image. $\tilde{W}_G$ is slightly smaller than the largest square fitting in the image to avoid border effects, the side length of $\tilde{W}_G$ is equal to 90% of the smaller one of the image dimension. The center of $\tilde{W}_G$ is at the center of $I_i$ (Fig. 4). Since $\tilde{W}_G$ should give only a rough approximation of the image, it is smoothed and sub-sampled to resolution $32 \times 32$.\(^1\)

---

\(^1\) For the database used in the current work (Section 5.1), for all images the smaller side length ranges between 392 and 480 pixels. Therefore, a common size of $384 \times 384$ was chosen for $\tilde{W}_G$ and sub-sampled by a factor 12.
2.2. Selection of local windows using symmetry

In the following, first the symmetry based algorithm SYM for interest point detection will be described (Section 2.2.1), which relies on an approach of Reisfeld.

Table 1
Overview of the window sizes

<table>
<thead>
<tr>
<th>Window type</th>
<th>Size in image</th>
<th>Sub-samp.</th>
<th>Window size</th>
<th>Location determined by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global window $W_G$</td>
<td>0.9 · min($w$, $h$)</td>
<td>(adaptive)</td>
<td>32 × 32</td>
<td>Center</td>
</tr>
<tr>
<td>Local window $W^1_L$</td>
<td>128 × 128</td>
<td>4</td>
<td>32 × 32</td>
<td>SYM($R = 50$), HARRIS</td>
</tr>
<tr>
<td>Local window $W^2_L$</td>
<td>64 × 64</td>
<td>2</td>
<td>32 × 32</td>
<td>SYM($R = 25$), HARRIS</td>
</tr>
<tr>
<td>Local window $W^3_L$</td>
<td>32 × 32</td>
<td>—</td>
<td>32 × 32</td>
<td>SYM($R = 12$), HARRIS</td>
</tr>
</tbody>
</table>

The global window $W_G$ is sized to 90% of the smaller one of the image dimensions, hence the sub-sampling factor is adaptive.

![Original image](image1)

![Global window $W_G$](image2)

![HARRIS saliency map](image3)

![Best maxima of HARRIS saliency map](image4)

Fig. 4. Selection of windows for subsequent feature extraction: one global window $W_G$ is cut out around the center of each image. Local windows: using the HARRIS algorithm, a saliency map $M_{\text{HARRIS}}$ is generated. The highest maxima of this map are used as the centers for the local windows $W^1_L$, $W^2_L$, and $W^3_L$.

2.2. Selection of local windows using symmetry

In the following, first the symmetry based algorithm SYM for interest point detection will be described (Section 2.2.1), which relies on an approach of Reisfeld.
et al. [45]. Then the way local windows are selected from the database using SYM
will be outlined in Section 2.2.2.

The use of symmetry as a general saliency feature is motivated by psychophysical
findings [46–48], which indicate that human attention is drawn towards symmetric
image regions. In particular, it could be shown by Privitera and Stark [49] that a high
correlation exists between interest points predicted by the algorithm of [45] and
human eye fixations. Furthermore, previous studies showed that SYM yields
interest points which are robust against object rotations, camera noise, and changes
of lighting [50].

2.2.1. Saliency maps from local symmetries

Reisfeld et al. [45] have proposed an algorithm that creates a saliency map $M_{\text{Sym}}$
from local symmetries. $M_{\text{Sym}}$ is a continuous valued, local symmetry judgement
based on grey value edges. Since the complete algorithm is beyond the scope of this
contribution, it can be outlined here only in short, for details see the original work
[45].

To find local symmetries, first the local grey value gradients are calculated. Then
for each pixel $p$ a set $\Gamma(p)$ of index pairs $(i, j)$ of surrounding pixel pairs $(p_i, p_j)$ is
defined:

$$\Gamma(p) = \{(i, j) | \frac{p_i + p_j}{2} = p\}. \tag{1}$$

The symmetry value $M_{\text{Sym}}(p)$ of pixel $p$ is a sum over all index pairs of $\Gamma(p)$:

$$M_{\text{Sym}}(p) = \sum_{(i, j) \in \Gamma(p)} \text{PWF}(i, j) \cdot \text{GWF}(i, j) \cdot \text{DWF}_\sigma(i, j). \tag{2}$$

The most important factor in this sum is the so-called phase weight function $\text{PWF}(i, j)$. It evaluates the gradient directions at pixel pairs $(p_i, p_j)$ around $p$ for
the probability that $(p_i, p_j)$ are part of a symmetric object with symmetry center at
$p$. The second factor, the gradient weight function $\text{GWF}$, is a logarithmic weighting
function which gives larger weight to symmetry contributions from pixel pairs with
high gradient magnitudes, but attenuates the influence of very strong edges.

The last factor of Eq. (2) is the distance weight function $\text{DWF}_\sigma$, which makes $M_{\text{Sym}}$
a local measure:

$$\text{DWF}_\sigma(i, j) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{||p_i - p_j||^2}{2\sigma^2} \right). \tag{3}$$

The width $\sigma$ of the Gaussian defines the scale on which symmetries are detected.
In practice, however, the factor $\text{DWF}_\sigma$ can be omitted if the set $\Gamma(p)$ is replaced by a
restricted set $\Gamma^*(p, R)$, as proposed by Nattkemper [51]:

$$\Gamma^*(p, R) = \{(i, j) | \frac{p_i + p_j}{2} = p \land ||p_i - p_j|| \leq 2R\}. \tag{4}$$

Using $\Gamma^*(p, R)$ instead of $\Gamma(p)$, only a circular neighbourhood of $p$ contributes
to the symmetry value $M_{\text{Sym}}(p)$. The symmetry radius $R > 0$ takes the role of the
parameter $\sigma$ to restrict contributions to $M_{\text{Sym}}(p)$ to the surroundings of $p$. Thus, the simplified version of $M_{\text{Sym}}(p)$, which will be used throughout this paper, is

$$M_{\text{SYM}}(p, R) = \sum_{(i,j) \in \Gamma(p,R)} \text{PWF}(i,j) \cdot \text{GWF}(i,j).$$

(5)

$M_{\text{SYM}}$ shows no substantial difference from the original measure (Eq. (2)) but is computationally much more efficient.

2.2.2. Local windows from symmetry maps

The symmetry radius $R$ plays a key role for $M_{\text{SYM}}(p, R)$, because it restricts the scale on which symmetries can be detected. ColoSeek uses three different radii to evaluate a large, medium, and small scale. Examples for the resulting symmetry maps $M_{\text{SYM}}$ are shown in Fig. 5, left column.

Interest points are the maxima of $M_{\text{SYM}}$. However, if only a single image is considered, it is difficult to judge whether the best (i.e., the highest) maxima really correspond to “strong” symmetries—even an image of pure noise would have its maxima somewhere. Therefore, first the symmetry values $M_{\text{SYM}}$ of the 10 best maxima of each image of the entire database are collected in a histogram. The histogram helps to choose a symmetry threshold $\theta_{\text{SYM}}$ that defines which maxima will be “accepted” as the locations of interest points, however, the actual value of $\theta_{\text{SYM}}$ still has to be chosen by the designer. For the setup evaluated in this contribution, $\theta_{\text{SYM}}$ was chosen such that 60% of all images obtain at least 10 interest points from symmetry, thus making a compromise between over-representation of images with multiple strong symmetries and under-representation of others.

For each image an interest point is set at each maximum of $M_{\text{SYM}}$ that exceeds $\theta_{\text{SYM}}$. However, to reduce the influence of $\theta_{\text{SYM}}$ and thus to avoid crowds of interest points on regular symmetric patterns like a wallpaper, the maximum number of interest points which can be generated by SYM for a single image is restricted to 30. Similarly, a minimum number of three interest points is required to avoid that an image remains without feature vectors. So the three best maxima are always used regardless of their absolute height.

The size of the extracted local windows is coupled to the scale on which their interest points were detected. In an image database of realistic complexity as used in Section 5, symmetries of all scales are represented, so an adaptation to the database is impossible. Therefore, a possibly large range of scales should be covered. In ColoSeek, the size ratios $\tilde{W}_L^1/\tilde{W}_L^2/\tilde{W}_L^3$ are chosen 4/2/1. As the size of the sub-sampled global window $\tilde{W}_G$ is 32 × 32, all local windows are bound to be sub-sampled to the same size for feature extraction. Therefore, the smallest possible size is 32 × 32 for $\tilde{W}_L^3$, which leads to dimensions 128 × 128 and 64 × 64 for $\tilde{W}_L^1$ and $\tilde{W}_L^2$, respectively. It is provided that 128 × 128 fits into the images, which is the case for common formats. Table 1 gives an overview of the windows. For feature extraction, only windows completely inside the image are used, so interest points too close to the borders are discarded.

Symmetry radii were chosen such that the evaluated region is slightly smaller than the window: $R = 50, 25$, and 12, for $\tilde{W}_L^1$, $\tilde{W}_L^2$, and $\tilde{W}_L^3$, respectively. The idea is that
features should be extracted not only in the symmetric area itself, but also in its proximity to achieve a greater variability. Fig. 5, right column, shows examples of local windows. For $R = 12$, small details like the door of the lighthouse are comprised in windows $W^3_L$. The largest scale $R = 50$ yields windows $W^5_L$ containing an entire building.
2.3. Selection of local windows using edges and corners

Harris and Stephens [52] have proposed a method for corner- and edge detection which will be used to supplement the symmetry based interest point detection. While SYM tends to generate interest points in the center of objects, corner- and edge detection yields more interest points on the border of objects or on prominent region borders in an image, like, e.g., the horizon.

There is a large variety of edge and corner detectors. Many of them rely on discrete approximations of the auto-correlation function of the signal [52–54], as proposed originally by Moravec [55]. Others search for points of high curvature on extracted contours (e.g. [56]) or intersection points [57,58].

The approach of Harris and Stephens [52]—which will be referred to as “HARRIS”—was chosen because Schmid et al. [59] could show that it is more stable than other, related methods. In particular, it could be shown that interest points obtained by HARRIS are robust against 2D image rotations, scaling, lighting variation, viewpoint change, and camera noise. Most important from the point of view of image retrieval is that windows centered at interest points chosen by HARRIS have a higher information content than other, randomly selected windows. Schmid et al. [59] measured the information content in terms of the entropy of local descriptors.

HARRIS is based on first derivatives of the signal $I_x, I_y$

$$I_x(p) = \frac{\partial I(p)}{\partial x}, \quad I_y(p) = \frac{\partial I(p)}{\partial y},$$  \hspace{1cm} (6)

which are approximated using 5 × 5-Sobel operators in ColoSeek. From the derivatives a matrix $A$ is calculated

$$A(p) = \begin{pmatrix} \langle I_x^2 \rangle_{W^*(p)} & \langle I_x I_y \rangle_{W^*(p)} \\ \langle I_x I_y \rangle_{W^*(p)} & \langle I_y^2 \rangle_{W^*(p)} \end{pmatrix},$$  \hspace{1cm} (7)

where $\langle \cdot \rangle_{W^*(p)}$ denotes a weighted averaging over the components of $A$ within a window $W^*(p)$ centered at $p$. The weighting function is a Gaussian of width $\sigma = 2$, as proposed in [59]. $A$ is an approximation of the auto-correlation function of the signal. Interest points are detected at locations where both eigenvalues of $A$ are large.

To reduce the computational effort, a saliency map $M_{\text{Harris}}$ is calculated as

$$M_{\text{Harris}}(p) = \det(A) - \alpha \cdot (\text{Trace}(A))^2,$$  \hspace{1cm} (8)

where a value of 0.06 is used for the constant $\alpha$ as suggested in [59]. An example for $M_{\text{Harris}}$ is shown in Fig. 4.

The procedure to derive interest points from the maxima of $M_{\text{Harris}}(p)$ is the same as outlined in Section 2.2.2 for SYM, so there are in total at least 6 and at most 60 interest points per image. Since HARRIS is aimed to detect corners and edges, it is applied only with one set of parameters. So in contrast to SYM, interest points from HARRIS refer only to one scale. As a consequence, for HARRIS all three local windows $\tilde{W}_1^L$, $\tilde{W}_2^L$, and $\tilde{W}_3^L$ are centered at the same points as indicated in Fig. 4. Again, only windows completely inside the image are used.
3. Local PCA of colour windows

Let the database $D$ be given as a set of $N_I$ images: $D = \{I_1 \ldots I_{N_I}\}$. For each image $I_i \in D$ one global window $W_G(i)$ and $N_L(i)$ local windows $W_L(i, j), j = 1 \ldots N_L(i)$, have been extracted. Since all windows have the same dimensions (32 x 32), they can be considered as a single data distribution in a $d = 3 \cdot 32 \cdot 32 = 3072$-dimensional data space. By means of local PCA, compression is achieved in a way that redundancy is reduced and similar images become “neighbours” in the approximation, so that queries for certain types of images can be answered.

Choice of the colour space is non-trivial for the local PCA-representation. It is well known that colour spaces providing invariance are better suited for techniques like histograms than the RGB-space (e.g. [60]). Despite these advantages, however, it is not yet clear whether the same applies to local PCA. The problem is that local PCA is based on distance calculations, therefore, calculation of PCs, e.g., in the HSI colour space is not straightforward due to its special topology. For this contribution, experiments have been made with the perceptually uniform CIE–$L^*a^*b^*$ space and were compared to RGB-space. The CIE–$L^*a^*b^*$ representation appears particularly well-suited because its metric is constructed such that distances correspond better to colour differences perceived by humans. Moreover, the distance calculation keeps the same Euclidian form as in RGB-space. The results showed that the local PCs resulting from calculation in CIE–$L^*a^*b^*$ lead to a better visualisation in the SSV (more colour contrast) than in RGB space. However, retrieval results are better for RGB than CIE–$L^*a^*b^*$. This unexpected effect is not yet understood, but since retrieval performance is more important than the visualisation, the RGB-representation will be used in the following.

Local PCA is performed in two steps: first the data set is divided into clusters (Section 3.1), then normal PCA is performed for each cluster separately (Section 3.2). Once the data has been approximated, the projections of all image windows are memorised in the search database (Section 3.3). An overview of the entire acquisition phase is given in Fig. 2. The method chosen here is relatively simple, since it decouples clustering and PCA. There are two main directions in which other approaches improve this procedure: one way is to keep the principle of hard clustering and conventional PCA, but to carry out both steps alternating in an iterative procedure as in [12], which allows to achieve better representations in the sense of least square reconstruction error. A different approach is the probabilistic method presented in [19].

Nevertheless, the decoupled approach is used in the present context for basically three reasons: (1) loosely speaking, searching the “product space” of finding suitable cluster centers and PCs simultaneously can be avoided by the decoupled approach though perhaps not the optimal solution can be found. (2) The probabilistic approach of [19] is particularly successful for highly disjoint data—it is not clear whether the image data processed here have this feature. (3) The major algorithmic requirements are efficiency for large data sets with high dimensionality and independence of sophisticated parameter settings. Due to the computational effort and the complexity of the domain, extensive search for suitable parameters is impossible, instead, algorithms have to work as “black boxes.” With the AEV-algorithm for
clustering and Sanger’s method for PCA, as presented in the next two sections, two reliable tools with the desired properties are available, which have proven successful in several vision applications [22–25].

3.1. Data clustering

Let the set of all extracted windows (global and local) of all images be denoted by $\mathcal{W} = \{\tilde{W}_1, \ldots, \tilde{W}_N\}, \tilde{W}_i \in \mathbb{R}^d$. To find clusters of the data in $\mathbb{R}^d$, vector quantisation (VQ) will be performed. VQ is a standard method for data compression and data mining [61,62]. VQ approximates a data distribution by a set of $N_{\text{VQ}}$ reference vectors (or codewords) $\tilde{r}_1, \ldots, \tilde{r}_{N_{\text{VQ}}} \in \mathbb{R}^d$. A data vector $\tilde{W}_i \in \mathcal{W}$ can be approximated by the best match reference vector $\tilde{r}_{BM(\tilde{W}_i)}$. The mapping $BM : \mathbb{R}^d \rightarrow \mathbb{N}$ assigns to every vector $\tilde{x} \in \mathbb{R}^d$ the number of the “closest” reference vector by minimising the distance

$$BM(\tilde{x}) = \arg \min_{k=1, \ldots, N_{\text{VQ}}} \| \tilde{x} - \tilde{r}_k \|$$ with $\tilde{x} \in \mathbb{R}^d.$  \tag{9}

$\| \cdot \|$ denotes a distance measure (here the euclidian).

To choose an appropriate VQ-algorithm for the current task, it has to be considered that most VQ-algorithms are aimed to minimise the mean square error $E$ when the data set $\mathcal{W}$ is reconstructed:

$$E = \frac{1}{N_{\mathcal{W}}} \sum_{\tilde{W}_i \in \mathcal{W}} \| \tilde{W}_i - \tilde{r}_{BM(\tilde{W}_i)} \|^2. \tag{10}$$

Minimisation of $E$—by whatever means—usually leads to a good approximation of $\mathcal{W}$. However, the problem of codeword under-utilisation remains, especially if the dimensionality is high [63]: since the huge volume of a high-dimensional space cannot be “filled” by the provided data, some reference vectors do not “find” clusters and remain outliers. The reason is that $E$ has numerous local minima, some of which correspond to situations where the data distribution is well approximated by the majority of the reference vectors, but some remain unused. Considering $E$ alone, outliers may remain undetected, because they do not necessarily lead to a substantial increase of $E$.

For the purpose of reconstruction (Section 4) it is essential that all reference vectors of the local PCA are really “inside” the image data distribution and not in “empty” regions of the image space. Fig. 6 illustrates the problem: while reference vectors within the clusters correspond to real images, the reference vector in the middle is just a linear combination of the two others—with no meaning on the semantic level. Reference vectors even farther away from the data would correspond to mere noise. Consequently, under-utilised reference vectors must by all means be avoided.

Several solutions have been proposed to this problem like the Neural Gas [64] or the Representation-Burden Conservation Network [65]. But since they rely on interactions between the reference vectors during the adaptation phase, certain parameters have to be chosen appropriately, which is extremely difficult for non-toy problems. Only algorithms which explicitly count the codeword access frequencies to avoid under-utilisation like “Frequency Sensitive Competitive Learning” [66,67]...
or “Activity Equalisation VQ” (AEV) [68] solve the problem without extensive parameter tuning. For ColoSeek, AEV is used because it was successfully applied to object recognition tasks earlier [23,25].

AEV is a competitive learning VQ-algorithm based on the winner-takes-all rule. During adaptation to a data set, the codeword access frequencies are counted, i.e., the number of updates of each reference vector. Reference vectors with particularly low access frequencies are likely to be in regions with few data points. Such reference vectors are re-positioned to the neighbourhoods of others with high access frequencies so that the data distribution can be “explored from the inside.” AEV proved to be more efficient than well known VQ-algorithms like K-means [69], Maximum Entropy Clustering [70], Representation-Burden Conservation [65], Frequency Sensitive Competitive Learning (FSCL) [66,67], and the Neural Gas [64]. For a detailed description of AEV see [68].

3.2. PCA using neural networks

Once the reference vectors are positioned by VQ, the local principal components (local PCs) have to be calculated from the data vectors within each Voronoi-tessellation cell. Calculation of the PCs from the covariance matrix of the data is impossible...
because of the dimensionality \( d = 3072 \) and the number of data points \( \approx 2 \times 10^5 \). Therefore, the exact calculation of the PCs is replaced by an iterative neural method. To each reference vector \( \tilde{r}_i \) a single layer feed forward network is associated for the successive calculation of the PCs after the learning rule proposed by Sanger \[71\] (for a detailed description see also \[72\]).

The associated PCA-net of each reference vector \( \tilde{r}_m \) is trained stepwise using samples selected randomly from its Voronoi-tessellation cell. The PCA-net has one node for each PC with an input weight vector \( \tilde{w}_i^{(m)} \in \mathbb{R}^d \) with \( i = 1 \ldots N_{\text{PC}} \) for \( N_{\text{PC}} \) different PCs. The index \( (m) \) of the weight vector refers to its associated reference vector \( \tilde{r}_m \).

For a training sample \( \tilde{W}_l \), the activation \( V_i \) of the nodes is calculated using the linear function

\[
V_i^{(m)} = \sum_{j=1}^{d} \left( \tilde{w}_j^{(m)} \right)_i \left( (\tilde{W}_l)_j - (\bar{M}_i^{(m)})_j \right), \quad i = 1 \ldots N_{\text{PC}},
\]

where \( \bar{M}_i^{(k)} \in \mathbb{R}^d \) denotes the mean value of Voronoi-tessellation cell number \( k \). The weight vectors are adapted after Sanger’s rule

\[
\Delta \left( \tilde{w}_i^{(m)} \right)_j = \epsilon V_i^{(m)} \left[ \left( (\tilde{W}_l)_j - (\bar{M}_i^{(m)})_j \right) - \sum_{k=1}^{i-1} \left( \tilde{w}_k^{(m)} \right)_j \right] - V_i^{(m)} \left( \tilde{w}_i^{(m)} \right)_j \]

with \( i = 1 \ldots N_{\text{PC}}, \quad j = 1 \ldots d \). The adaptation step-size \( \epsilon \) decreases exponentially from 0.5 to 0.001 during training. After the training, the weight vectors represent the PCs in the order of the corresponding eigenvalues, beginning with the largest. To improve ortho-normality of the obtained weight vectors, Gram–Schmidt orthonormalisation \[73\] is carried out after the training. An estimation of the eigenvalues can be obtained by projecting the sample windows onto the weight vectors. The eigenvalues can be used to find a suitable value for \( N_{\text{PC}} \) which is large enough to capture most of the local data variance, but still small compared to the original dimensionality \( d \).

For calculation of PCs often the sample windows are multiplied (not convolved) pointwise with a Gaussian to avoid border effects \[71\]. In a first version of ColoSeek, all local PCs were computed from samples multiplied with a Gaussian of \( \sigma = 6 \) (in pixels). However, using the back-projection described in Section 4.2, subjects of the pretest (Section 5.4.1) disapproved with the “key-hole-effect” caused by the circular overall structure the reconstruction takes on. Though the visible area was not much reduced, most of them said the image structure was difficult to make out. Therefore the raw samples were used for training in further experiments.

### 3.3. Memorising feature vectors of images

After the approximation phase, all windows are projected onto the local PCA-representation and are memorised in the search database. For each window \( \tilde{W}(i,j) \) (i.e., number \( j \) of image \( I_i \)) first the best match reference vector \( \bar{r}_k \) has to be found after Eq. (9). Then \( \tilde{W}(i,j) \) is projected onto the local PCs \( \tilde{w}_1^{(k)} \ldots \tilde{w}_{N_{\text{PC}}}^{(k)} \).
\[
(P(i,j))_l = \sum_{n=1}^{d} \left( (\tilde{W}(i,j))_n - (\tilde{M}^{(k)})_n \right) (\tilde{w}^{(k)}_j)_n \quad \text{for} \quad l = 1 \ldots N_{PC},
\]

where
\[
k = BM(\tilde{W}(i,j)).
\]

Again, \(\tilde{M}^{(k)}\) denotes the mean value of Voronoi-tessellation cell number \(k\). The projection \(\tilde{P}(i,j) \in \mathbb{R}^{NC}\) has a much lower dimension than the original window \(\tilde{W}(i,j) \in \mathbb{R}^d\), if only the PCs with large eigenvalues are used. \(\tilde{P}(i,j)\) is memorised together with the number of the best match reference vector, \(k\), for the corresponding image. See also Fig. 2.

Hence, an entry for image number \(i\) in the search database has the following components:
1. Image identifier \(i\) (a number).
2. Number of local windows found by SYM and HARRIS: \(N_L(i)\).
3. Information for each window \(\tilde{W}(i,j), j \in [0, N_L(i)],\) where \(j = 0\) denotes the global window:
   (a) Center position \((x,y)\) (which is the image center for the global window).
   (b) Window dimension in the original image (before sub-sampling):
      \(0.9 \cdot \min(w,h), 128 \times 128, 64 \times 64\) or \(32 \times 32\).
   (c) Number \(k = BM(\tilde{W}(i,j)) \in [1,N_{VQ}]\) of the best match reference vector.
   (d) Projections onto the local PCs of \(\tilde{r}_k\): \(\tilde{P}(i,j) \in \mathbb{R}^{NC}\).

With this information, unknown windows can be searched in the database, as described in the next section.

4. Image retrieval

First, an image retrieval session with ColoSeek will be outlined from the point of view of a user. Then it will be described how the system works internally (Section 4.2).

4.1. A search session

A search using ColoSeek starts by providing a set of query images. Then the user defines the object to be searched for by one or several windows. “Object” means not only physical objects like a cup or a face, but also scenery like a beach, the sea, and blue sky. Four different window sizes are available: Huge, Large, Medium, and Small, which correspond (internally) to the windows defined in Table 1. The user can position one of the available windows to cut out a certain image patch. This can be repeated arbitrarily often and with varying window sizes.

To show the user how the machine “understands” the selection of windows, the search state visualisation (SSV) is displayed as a system feedback. It shows a superposition of the selected window projections to give an impression of the constructed scenery (see next section). Weight of relevance can be assigned to each window, the effect of this weighting becomes visible in the SSV. Moreover, windows already selected may be removed.
The system does not accept all specified windows, but may reject a new one because of too great dissimilarity with previously defined windows. Rejected windows may, however, be reused in a separate search in complex queries as described in Section 4.4.

The user can start the search at any time. In this case a pre-defined number of result images is displayed in order of similarity. In the images the window which was the best match to the query is indicated. Now, the result images can be treated equally as the initial query images: Windows can be selected, weighted using the SSV or discarded. This process can be repeated until satisfactory images are found.

4.2. Search- and visualisation algorithm

The algorithm will be first described qualitatively, then in more detail.

4.2.1. Qualitative description

A query consists of a set \( A \) of \( N_Q \) windows: \( A = \{ \tilde{Q}_1, \ldots, \tilde{Q}_{N_Q} \} \). The notation \( \tilde{Q} \) is used as a distinction from the memorised windows. All query windows are first transformed to the coordinates of the local PCA-representation. Therefore, for all \( \tilde{Q} \), the best match reference vectors are searched. If the query set \( A \) is “homogeneous” in terms of the local PCA-representation, all \( \tilde{Q} \) have the same best match reference vector \( \tilde{r}_k \). This situation, however, is not likely in practice. Since the local PCA-coordinates of different reference vectors are not comparable, a decision has to be made which PCs are to be used for projection. Here, the PCs of the reference vector \( \tilde{r}_k \) which is best match to most of the \( \tilde{Q} \) is chosen. The rest of the windows in the query set \( A \), i.e., the \( \tilde{Q} \) which are best match to reference vectors other than \( \tilde{r}_k \), are discarded for this search. The user is informed about this and may reuse the rejected windows in an additional search as outlined in Section 4.4.

The set of the remaining query windows which match to \( \tilde{r}_k \) is called \( A^+ \). All query windows \( \tilde{Q} \in A^+ \) are now projected onto the local PCs of \( \tilde{r}_k \), the resulting \( N_{PC} \)-dimensional projections are denoted \( \tilde{P} \). As depicted in Fig. 7, from the \( \tilde{P} \), now a weighted average \( \bar{P} \) is computed. \( \bar{P} \) is the “average query window” for which the database will be searched.

As \( \bar{P} \) is the “concentrate” of the user’s input, it has an outstanding function in the search process. Therefore, it is visualised in the SSV as a back-projection to the pixel space. This can be simply done if the components of \( \bar{P} \) are regarded as coefficients in a linear combination of the PCs \( \bar{w}^{(k)} \) of \( \tilde{r}_k \). Visualisation then requires only normalisation to the common 24-bit format. To give more or less weight to single query windows \( \tilde{Q} \) (more precise: their projections \( \tilde{P} \)), the user can assign weights \( \xi \), between 0 and 1. The resulting \( \bar{P} \) is again visualised.

When the actual search is activated, the distances between the current \( \bar{P} \) and the memorised projections \( \tilde{P}(i,j) \) in the search database are calculated. The best result image is the one that has the window \( \tilde{W}(i',j') \) with projection \( \tilde{P}(i',j') \) closest to \( \bar{P} \). This image \( I_s \) is shown first and the window is indicated, then the second best image and so on.
4.2.2. Detailed description

1. The user selects a set $K$ of $N_Q$ windows: $K = \{~Q_1, \ldots, Q_NQ\}$.

2. Find the best match reference vector $r_{BM}(Q_i)$ for each $Q_i \in K$.

3. Find the reference vector $r_k$ which is best match for most of the $Q_i \in K$, i.e., the "most frequently accessed" one for this query:

$$k = \arg \max_{l=1\ldots NQ} \left| \{ Q_i \in K | BM(Q_i) = I \} \right|.$$  \hspace{1cm} (15)

4. Decompose $K$ into two subsets $K^+$ and $K^-$ with $K^+ \cup K^- = K \land K^+ \cap K^- = \emptyset$:
   - $K^+$ contains all $Q_i$ for which $r^*$ is best match:
     $$K^+ = \{ Q_i \in K | k^* = BM(Q_i) \}.$$
   - $K^-$ contains all $Q_i \in K$ for which $r^*$ is not best match:
     $$K^- = \{ Q_i \in K | k^* \neq BM(Q_i) \}.$$

5. Tell the user for all $Q_i \in K^-$ that they were rejected, but could be reused in a separate query (using a complex query).

6. Calculate the projections $\tilde{P}_i \in \mathbb{R}^{NPC}$ of all $Q_i \in K^+$

$$\tilde{P}_i(l) = \sum_{n=1}^{d} \left( (\tilde{Q}_i)_n - (\tilde{M}^{(k^*)})_n \right) \left( \tilde{w}^{(k^*)}_i \right)_n \text{ for } l = 1 \ldots NPC,$$ \hspace{1cm} (16)

in the same way as the projections of the memorised windows, see Eq. (13).

7. Get the weighting coefficients $\xi_i$ for each $Q_i \in K^+$ from the user interface (weighting-sliders). Then calculate the weighted average projection $\tilde{P}$ of the query window projections:

Fig. 7. The user interface allows an interactive relevance weighting of the chosen query windows $\tilde{Q}$ using sliders. The weights $\xi_i$ are the coefficients in the linear combination of the query window projections $\tilde{P}$ onto the local PCs. The resulting weighted average of the projections, $\tilde{P}$, is back-projected to the pixel space as a—still rather coarse—system feedback.
\[ \tilde{P} = \frac{1}{K} \sum_{(\tilde{r}, \tilde{B}) \in \mathcal{A}^+} \tilde{r}_i \tilde{P}_i, \]  

(17)

with \( K = \Sigma \tilde{r}_i \).

8. Search state visualisation (SSV):

(8a) Calculate the back-projection \( \tilde{B} \in \mathbb{R}^d \) of \( \tilde{P} \) to the pixel space:

\[ \tilde{B} = \sum_{i=1}^{N_{Rc}} (\tilde{P}_i) \tilde{w}_i^{(i')}. \]  

(18)

(8b) Transform \( \tilde{B} \) linearly to 0...255 for the three colour channels and visualise as an image in the SSV.

(8c) If the user changes the weights, go to 7.

9. Find and display result:

(9a) Find the best image \( I_{r^*} \) with the best match window \( j^* \) by minimising the distance between \( \tilde{P} \) and the memorised projections \( \tilde{P}(i, j) \):

\[ i^* = \arg \min_{i=1...N_I} \left( \min_{j=0...N_L(i)} || \tilde{P} - \tilde{P}(i, j) || \right), \]  

(19)

\[ j^* = \arg \min_{j=0...N_L(i')} || \tilde{P} - \tilde{P}(i^*, j) ||, \]  

(20)

with \( \tilde{P}(i, j) \) from Eq. (13).

(9b) Get the position and size of window \( j^* \) from the search database.

(9c) Find in the same way the “second best,” “third best” images, etc.

(9d) Display all images and their windows.


4.3. Speedup of the search

For simplicity, so far the search database was described and used in the form of Section 3.3. But obviously a considerable speedup can be achieved when the database is not indexed by image numbers but by reference vector numbers. In this case, searching for a weighted query projection \( \tilde{P} \), only the memorised projections \( \tilde{P} \) of the reference vector \( \tilde{r} \) have to be evaluated. Additional speedup can be achieved when the projections \( P \) are stored in a way such that a tree-structured search is facilitated. However, details of the implementation aimed to computational speed are not in the scope of this contribution.

4.4. Complex queries

So far, only a search for a single object or scenery was described. It is easy to combine several searches using the boolean operators AND, OR, and NOT. In this case, it is possible to search, e.g., for a scene like a beach and combine it using AND with a search for a palm tree. Then the system searches for an image which has windows of both kinds.
Rejected windows in $A^-$ may be used as a second query and can be combined with
the original query ($A^+$) using OR. Another useful operator for complex queries is
ATLEAST($n$). An example of this type is shown in Fig. 11.

The last operator is MIRROR($x$). If MIRROR($x$) is applied to a query window one
or several times, ColoSeek makes internal copies of the window which are mirrored at
an axis through the center with angle $x$ to the horizon. These new windows are added to
the query. By this means, it is sufficient to supply one image of an asymmetric ob-
ject—e.g., a head looking to one side —when also the mirrored version should be
searched for. MIRROR(90°) was applied to all windows in Fig. 10 (not depicted).

4.5. Discussion of the retrieval algorithm

Two features of ColoSeek give rise to further discussion: query window rejection
and the use of $\overrightarrow{P}$ as a starting point for the search.

Rejection is part of the system feedback to show the user what kind of windows fit
together. In addition to the SSV, the rejection makes clear what the system ‘‘thinks’’
to be similar. Since rejection is not final, but refers only to a particular set of query
windows, it can be considered as a ‘‘suggestion’’ of the system to structure the query
by use of the operators described in Section 4.4.

A problem is that in the rare case where a set of query windows is close to the
border of two Voronoi-tessellation cells, it might be divided by the rejection mech-
anism in a counterintuitive way. Refinements of the algorithm might minimise this
risk, e.g., query windows could be divided into clusters instead of being assigned
to reference vectors, but the problem cannot be completely avoided as long as a hard
assignment is used. A soft assignment could overcome this limitation, however, it is
doubtful that the user would profit from such detailed information about window
similarities.

The weighted averaging of windows to obtain $\overrightarrow{P}$ leads to a loss of information. As
an alternative, for each query window an individual set of results could be
searched for. The motivation to use $\overrightarrow{P}$ is to concentrate the search, to facilitate the
use of relevance weights and to obtain only one manageable set of ranked results.
However, in a future version an additional option for experienced users may be help-
ful that returns separate sets of ranked results for single query windows or clusters of
query windows.

5. Results

In this section ColoSeek will be applied to a database of 8000 images and evalu-
ated for efficiency and robustness.

5.1. Image database

As a database, part of the ‘‘photos’’ section of the ‘‘Art Explosion 600000 Images’’
by Nova Development was used. This section contains about 90,000 natural images
covering a wide range of common topics like cityscapes, people, sports, landscapes, animals, flowers or industry, but also highly special topics like firefighting or balloons. From the common topics, a subset of 8000 images was selected, the special topics were omitted. This subset was used for the following experiments. The automatic window selection described in Section 2 yields 222302 windows for this database.

5.2. Calculating the local PCs

The key parameters of local PCA are the number of reference vectors $N_{VQ}$ and the number of local PCs, $N_{PC}$. For the purpose of object recognition, it could be shown, e.g., in [22] that the classification performance is “well-behaved” in both parameters, i.e., the classification rate rises smoothly with $N_{VQ}$ and $N_{PC}$ until saturation is reached. However, for image retrieval the situation is more difficult: on the one hand, $N_{VQ}$ should be large to approximate a complex data distribution as good as possible. On the other hand, windows of a query will be spread out the more over the reference vectors the larger $N_{VQ}$, which means even the reference vector with the most hits has relatively few. Up to now, this problem has to be solved by trial and error. The only hint to a reasonable maximum number of reference vectors is obtained from the AEV-algorithm: if AEV is applied with too many initial reference vectors, they are automatically reduced until a homogeneous distribution can be reached. For the current database $N_{VQ} = 16$ proved to be a suitable value.

The choice of $N_{PC}$ is less difficult, because the eigenvalues help to estimate how much of the total variance is represented for a certain value of $N_{PC}$. Moreover, too large values for $N_{PC}$ only consume memory and computational speed but do not have much effect on the results. This is because PCs with low eigenvalues have little influence on the structures in the projection space. For this reason, a common, sufficiently large value of $N_{PC} = 40$ could be used for all 16 PCA-nets. Training the PCA-nets according to the rule given by Eqs. (11,12) over 3,000,000 steps takes about three days on a standard Pentium III—1 GHz—machine in a non-optimised implementation.

Part of the resulting local PCs is shown in Fig. 8. A semantic interpretation of the local PCs is difficult, specialisation to certain types of objects is hardly visible. An exception are the first PCs, some of which are specialised to frequent overall structures of images. For example, the fifth reference vector in Fig. 8 corresponds to a landscape-like scenery with dark ground and blue sky. It is the best match for the first query in Fig. 9. A feature common to all reference vectors is that with decreasing eigenvalues (i.e., increasing PC number) the spatial frequencies represented by the

---

Fig. 8. Part of the local PCs which serve as feature detectors for the database outlined in Section 5.1. The weight vectors $\tilde{w}^{r_{ij}} (m = 1 \ldots 9, i = 1 \ldots 20)$ were linearly transformed to 24-bit RGB values for visualisation. Note spatial frequencies increase with decreasing eigenvalues.

Fig. 9. Results of three queries. The query windows are the ones on dark grey background, they are printed equal in size though resolutions differ. For an interpretation see Section 5.3. It becomes clear in almost every case why a certain image was chosen.
local PCs increase. Hence, taking into account small-eigenvalued PCs captures more details of a window.

For comparison, also a data approximation by normal PCA (special case $N_{\text{VQ}} = 1$) was computed. The resulting PCs lead to a better and more detailed reconstruction $\tilde{B}$, which seems to be an advantage at first glance. But a precise reconstruction of superposed windows is not the aim of the SSV—this would be done better without any projection. Rather, the local structure of the windows of the database which can actually be searched for should be displayed. Since the search results using normal PCA are much worse, this approach was not pursued any further.

5.3. Examples for search results

Fig. 9 shows three queries and the 10 best result images. The first task is quite easy, because the sample image structure is clear (grey or brown ground, clear horizon, blue or very light blue sky). Moreover, there are lots of images in the database which have approximately this overall structure. All results were chosen because of the global window $W_G$.

The second query—a sliced orange—yields only one true positive, but there is only one more sliced orange in the database, while there are lots of “distractors” like the helmet. This example demonstrates that false positives are understandable for the user because the colour features capture local colour structures. The last query is the most complex because the blue flowers have different colours and a high shape variance. Considering the difficulty, results are quite good.

Fig. 10 illustrates the use of a complex query. Since the object has a great appearance variety, five categories of query windows are selected and coupled by AT-LEAST(3), which means that only result images are accepted for which the best match windows are spread out over at least three of the categories. In the result images the windows are indicated together with the perceived categories.

At first glance it seems that combining several windows to formulate a query requires much effort. However, the required time is small compared to the time saved by the window-based approach: actually, once the user is familiar with the interface, window selection and combination takes less than 2 min for the above example. By comparison, searching an unknown database for suitable query images may take much longer, especially for systems that evaluate the complete query images and thus require possibly good matches. In contrast, the window based approach saves much time because only query images comprising the components of the target have to be found (e.g., to find a sports car in front of a villa, a window of a sports car plus a window of a villa is sufficient). The time saved in this process is large compared to the time to cut out and combine windows.

5.4. Experiences of users

ColoSeek was tested qualitatively by 10 subjects in two sessions. All users were non-experts in image retrieval but had at least once before tried out a retrieval system available on the Internet. The first session was a pretest to find out whether
Fig. 10. A complex query: Of three query images five types of windows are cut out to form query sets: 1—ears, 2—fur, 3—nose, 4—snout, and 5—face. These sets are connected using the ATLEAST(3) operator, which means that at least three types of windows must be found in a result image. By this means even a complex object can be searched for by selection of typical details.
the basic man–machine interaction works. From this experience, the system design was refined. The main test took place in a second session, where user interaction with ColoSeek was logged.

5.4.1. Session 1 (pretest)

In the first session, the aim and functionality of the system was explained to the subjects, a sample query was demonstrated and eight given search tasks had to be solved, with assistance if necessary. For the first four of the search tasks, the sets of query images were supplied, for the other four the subjects had to search by themselves using the textural categorisation provided in the Art Explosion Gallery.

An important item was to test how much colour contributes to the search results. Therefore, at the end of the session four additional search tasks had to be solved using a grey value based version of the system. For this experiment, the local PCA had been trained only on the grey values. The query images and windows were still displayed in colour. At the end of the session the subjects were interviewed.

Results of the pretest:

• Finding suitable query images is often difficult, but this is a general drawback of sample based queries and not in the scope of this paper.
• The rejection of certain windows at first confused the subjects. It is often not intuitively understandable, why a certain window does not fit in the scheme established by the others. However, when explained, rejection helped the users to forget their “semantical point of view” and to become familiar with the low level similarity measures of the machine—a change of mind which must be considered helpful as long as no real semantical understanding can be realised in a machine.
• Eight subjects expressed they were disillusioned about what a machine can search for. They had expected much more understanding on the symbolic level. They had assumed when an image of a bicycle is shown the system searches—somehow—for bicycles, not features. However, all of them expressed that the disillusion brought about by the visual feedback was helpful. Though the machine could not do all they wanted, they were now enabled to exploit at least what it could do.
• The training windows for the local PCA cannot be masked by a Gaussian, because this leads to a “looking through a keyhole”-effect (Section 3.2).
• Use of the SSV is helpful only for about up to eight sample windows, then the visualisation becomes too much blurred. For the main test, this restriction was automated.
• Results for the grey value based representation were extremely bad, so this item was discarded in the main test.

5.4.2. Session 2 (main test)

For the second session, ColoSeek was changed according to the pretest results. Eight given search tasks had to be carried out, for half of the tasks the query images were supplied. For the other half suitable query images were “hidden” within a set of 1000 images separate from the actual database, whereas in the pretest the subjects had been allowed to use the whole database. After a short repetition of the introduction, no further help was given. A search was considered completed when three
images of the object could be found. The subjects were told when they could stop searching. There were no time constraints, so the subjects had to decide by themselves when to give up a search.

Results of the main test:

• One subject did not manage to use the system by himself.
• The other subjects could be clearly divided into two groups: those who used complex search and those who did not.
  ○ Subjects who do not use complex queries are less successful.
  ○ Subjects who do use complex queries use this facility more with growing experience and decompose tasks into several queries as illustrated in Fig. 10.
• See Table 2 for success rates and times.
• The feedback by the SSV is very useful in the beginning, since the users learn that the machine searches for colour patterns instead of semantics, but it is too coarse to be helpful for more complex tasks.

The last point is illustrated in Fig. 11, which was derived from the protocol of an actual user search: at first, various windows of red peppers are chosen, which show the red peppers from the side and with much background. Since the SSV shows an unstructured red surface, the user tries to capture only the most typical part of the red peppers, which leads to more structure in the SSV. Remarkably, even the poor feedback has led the subject to the right idea.

5.4.3. Robustness against viewpoint variations: user test

In a third experiment, retrieval performance was tested for robustness against different viewpoints. Though in natural image galleries like Art Explosion several images of the same object can be found, such a database is not suitable for this experiment because viewing conditions (angles, lighting, etc.) are unknown and un-reproducible. Therefore, as an image database offering controlled conditions, the Columbia Object Image Library COIL-100 [74] was used. The library consists of RGB-images of 100 objects presented on a turntable, which is rotated by 360° in steps of 5°, so there are 7200 images in total. Since the resolution of the COIL-100 images is 128 × 128 and matches the size of $\tilde{W}_L^3$ (Section 2.2.2), $\tilde{W}_L^3$ was omitted in this experiment.

After ColoSeek was adapted to COIL-100, the subjects of the preceding experiment—who had now some experience—got the task to find 10 of the objects in the database. They had only one try and a fixed set of three query images of each object, showing the object under 0°, 120°, and 240°. They were asked to put four windows on each query image, so the search comprised 12 query windows. Since

| Table 2
<table>
<thead>
<tr>
<th>Average user results in the main test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects use complex search</td>
</tr>
<tr>
<td>Success rate</td>
</tr>
<tr>
<td>Avg. time until success</td>
</tr>
<tr>
<td>Avg. time until failure</td>
</tr>
<tr>
<td>Add. time to find query images</td>
</tr>
</tbody>
</table>
Fig. 11. After a protocol of a retrieval session. The user is asked to find red peppers. The first query images are not very useful as they lead only to an unstructured red surface, as visible in the SSV. The user refines the search until two images with red peppers are found. Remarkably, even the poor feedback of the SSV leads the user to the right idea. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this paper.)
69 images of each object remain, the 69 best results were computed. On average, 86% of the result images were correct. So it could be shown that a “real user” can achieve good results, though better retrieval rates are possible when the windows are placed optimally.

5.5. Robustness against varying imaging conditions

While in Section 5.4 the usability of ColoSeek was evaluated, this section presents user independent tests of the robustness against noise, variations of illumination, partial occlusion, and changes of viewpoint.

5.5.1. Overview of the tests

As a test database providing controlled conditions, images of 20 household items and toys (Fig. 12) were used. Each object was placed in isolation on uniform grey background, then images were taken under six different conditions:

1. Reference image: frontal lamplight.
2. Noise: for 30% of the pixels of the reference image random numbers between $-20$ and 20 were added up for each RGB-channel separately (the range of RGB values being $0 \ldots 255$).
3. Different lighting direction: the same source of lighting, but under 30° from one side.
4. Different source of lighting: illumination from neon lamps.
5. Partial occlusion: within the windows centered at the interest points of the reference image, 20% of the window area were covered by randomly chosen patches from a different image domain (see Section 5.5.2).

Fig. 12. Set of objects used for testing robustness against noise, variations of illumination, partial occlusion, and changes of viewpoint.
6. Change of viewpoint: the object was rotated by 30° under the reference conditions.

So the database comprises in total 120 images. Since ColoSeek does not search for images but for windows, ground truth cannot be established in the sense of labelled image domains, as, e.g., in [6]. Instead, the reference are the “undisturbed” results under condition 1. Another consequence of the window-based approach is that the influence of imaging conditions on ColoSeek has to be tested for two different aspects:

- Effects on the locations of interest points, which define the possible targets of a search.
- Effects on the retrieval performance for stable interest points that remain search targets.

The following sections address both points.

5.5.2. Robustness of interest point detection

Let the reference image of an object (condition 1 of the database described in the last section) be denoted by \( F_1 \). The disturbed version of \( F_1 \) after, e.g., adding noise or changing lighting will be denoted by \( F_2 \) (conditions 2–6 in the last section). For all images of each object, interest points are generated by the methods described in Sections 2.2 and 2.3. A measure for the disturbance of \( F_2 \) compared to \( F_1 \) is the \( \varepsilon \)-repeatability rate \( r(\varepsilon) \) [59], which denotes the fraction of interest points \( p_1 \) in \( F_1 \) that can be found also as points \( p_2 \) in \( F_2 \) within an \( \varepsilon \)-neighbourhood of the original position:

\[
    r(\varepsilon) = \frac{\left\{ p_1 \text{ found in } F_1 \mid \exists p_2 \text{ found in } F_2 \wedge \| p_1 - p_2 \| \leq \varepsilon \right\}}{N_p},
\]

where \( N_p \) is the number of interest points \( p_1 \) in \( F_1 \). Interest points appearing in \( F_2 \) without correspondence in \( F_1 \) have no influence on \( r(\varepsilon) \), because additional target windows are not considered a disadvantage for retrieval.

Table 3 shows the repeatability rates \( r(\varepsilon) \) for a tolerance \( \varepsilon = 4 \) pixels. Noise has only minor influence on the interest points, the second best results are achieved for changing the light source, which is mainly a change of the spectral colour distribution. In principle, the grey-value based interest point detection should be undisturbed by spectral changes, but in the experiment the single-bulb lamp (reference) had to be replaced by several neon lamps, leading to a more diffuse illumination with less shadows which causes the major part of the effect. Otherwise repeatability rates would be significantly better.

<table>
<thead>
<tr>
<th>Repeatability rates for interest points</th>
<th>Noise (%)</th>
<th>Lighting direction (%)</th>
<th>Light source (%)</th>
<th>Occlusion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYM((R = 50))</td>
<td>96</td>
<td>71</td>
<td>84</td>
<td>64</td>
</tr>
<tr>
<td>SYM((R = 25))</td>
<td>95</td>
<td>73</td>
<td>79</td>
<td>59</td>
</tr>
<tr>
<td>SYM((R = 12))</td>
<td>93</td>
<td>73</td>
<td>81</td>
<td>65</td>
</tr>
<tr>
<td>HARRIS</td>
<td>93</td>
<td>79</td>
<td>88</td>
<td>—</td>
</tr>
</tbody>
</table>
The influence of lighting direction is stronger since shadows and highlights are subject to significant changes when a single light source is moved. SYM is more affected than HARRIS, because the symmetry of edge patterns on the scale of $R$ is more likely to be disturbed than localised corner or edge points as such. Occlusion was brought about artificially by copying randomly chosen rectangular patches from the Art Explosion gallery into the $F_2$-images. The patches were positioned such that 20% of the window centered at the interest point in $F_1$ is covered. Since partial occlusion is the most severe disturbance, results are worse than for the other imaging conditions. For HARRIS, no repeatability rates were calculated under occlusion, because HARRIS evaluates only a very small image area for a particular interest point. Hence, partial occlusion is highly unlikely in reality—the area is either occluded or not.

The $\varepsilon$-repeatability makes sense only as long as the scene geometry is unaffected. To test the influence of viewpoint variation, the objects were rotated by $30^\circ$. Stability rating of the interest points must in this case be based on human judgement, i.e., a "pseudo-repeatability" $\varepsilon_P$ is calculated as the fraction of interest points of $F_1$ that are found in $F_2$ at approximately the same object location (not the same pixel location). Table 4 shows the results, interest points detected on small scales are the most stable.

The overall result of the robustness test for interest points is satisfactory. Related investigations on interest point stability were carried out in [59,50].

### 5.5.3. Robustness of query results

To test the robustness of the local PCA representation independently from the windows selected by a user, "artificial" queries were carried out. As query windows served the windows detected in the reference images $F_1$, then ColoSeek searched among the windows detected for one of the other imaging conditions. To judge the performance of the local PCA representation independently from the interest point detection, only those windows of $F_1$ were used for the query which proved to be stable in the tests of the previous section.

Table 5 shows the results, i.e., the fraction of $F_1$-windows to which the corresponding $F_2$-windows could be found. Results are good except for occlusion which

### Table 4
Pseudo-repeatability rates for viewpoint variation

<table>
<thead>
<tr>
<th>Method</th>
<th>$\varepsilon_P$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYM($R = 50$)</td>
<td>72</td>
</tr>
<tr>
<td>SYM($R = 25$)</td>
<td>75</td>
</tr>
<tr>
<td>SYM($R = 12$)</td>
<td>80</td>
</tr>
<tr>
<td>HARRIS</td>
<td>91</td>
</tr>
</tbody>
</table>

### Table 5
Stability of queries for varying imaging conditions

<table>
<thead>
<tr>
<th>Noise</th>
<th>Lighting direction</th>
<th>Light source</th>
<th>Occlusion</th>
<th>Viewpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>87%</td>
<td>91%</td>
<td>61%</td>
<td>76%</td>
</tr>
</tbody>
</table>
obviously takes too much of the information. For viewpoint variation, the corresponding between \( F_1 \) and \( F_2 \) had again to be established manually.

6. Conclusions

The system ColoSeek for image retrieval was presented. It is based on an automatic selection and representation of salient image windows. A user can specify queries in terms of windows selected arbitrarily from sample images. ColoSeek relies on feature extraction by a local PCA-representation which is obtained by unsupervised learning methods from the image database. The major benefit of local PCA is that it exploits spatial colour information automatically on the scale on which most variance can be found, so both large scale spatial colour distributions as well as texture can be captured.

The benefits as well as the shortcomings of the current system lead to many open questions and future research topics:

1. The achievable results of ColoSeek are limited to the windows selected by the saliency detection. This proved to be no serious limitation so far, but more saliency features like homogeneous regions of high colour contrast will be integrated.

2. As ColoSeek searches only for windows, its capabilities as a stand-alone system are limited. Integration into larger search machines is a future goal.

3. A major benefit of ColoSeek is that most results are understandable. It is evident why they were chosen. The user is not confronted with—from a semantical point of view—absurd results which were produced by an unknown feature extraction. Mistaking the sun for an orange may be not satisfactory, but subjects do not feel confused.

4. By rejecting windows that do not fit to others in the query, ColoSeek forces the user to limit queries to a realistic complexity. Simultaneously, the user gets a feeling what is judged to be similar by ColoSeek.

5. Still, the visualisation capabilities of ColoSeek are limited, because only one point of the \( N_{PC} \)-dimensional search volume is back-projected. In an additional experiment trajectories around \( \hat{P} \) through the space spanned by the local PCs were visualised to give an impression of the variety the search involves. But this method is still unsatisfactory, because only a very small part of the volume can be covered, and the sequence of visualisations is counterintuitive.

6. Surprisingly, the system feedback was nevertheless extremely useful: it helped the subjects to forget their expectations concerning a search based on semantical understanding. Instead, they accepted that only colour patterns can be searched for and treated the system adequately.

7. This leads to the question if also other reliable search features could be visualised. For example, the colour information comprised in a histogram could be displayed as an artificial image of appropriately coloured “patches.”

8. The number of tested subjects is evidently much too small for generalisations, but the test shows that human–machine interaction must be a major research topic in CBIR and cannot be treated as a minor add-on after a system was designed.
The main difference to other systems is that ColoSeek intentionally destroys the illusion the search would be based on an understanding of semantics. This feature is not an antithesis to attempts to build systems which represent the semantic level and bridge the gap to the level of features. Instead, ColoSeek tries to make the so far “black box” of retrieval systems become a “transparent box.” Making behaviour comprehensible is an important step on the way towards intelligent systems: once retrieval systems become capable of understanding a query, more interaction with the user will be necessary to discuss what is searched for, not less. Naturally, with the transition from the present search for features to a search for objects or scenes the level of the system feedback has to rise equally from simple visualisation to the symbolic level. Consequently, user interaction will be a highly relevant future research topic.
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